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## 1 Introduction

In this essay I am solving an asymptotic approximation of the Euler equations for an inviscid and incompressible perfect fluid in two dimensions. The aim is to start with a smooth initial solution, propagate it through time and find a singularity within finite time. The appearance of a singularity is contrary to the believe that a smooth initial solution of the Navier-Stokes equations remains smooth for all times. Thus a study of the singularity can provide an insight into the nature of the breakdown of the asymptotic approximation I am using.
In the following I say that a singularity is forming if a quantity in the simulation or their derivatives is growing very fast (exponentially) and without any bound. On might think that the breakdown is due to viscosity but the same behaviour was found in a three dimensional inviscid flow [see Souza and Cowley, 2006]. I try to find a similar behaviour in a two dimensional system.
First of all this will be of pure theoretical interest. However, from a physical point of view one can understand the breakdown as a stall. Consequently this research could also become important in a practical environment like aircraft construction.

In section one I derive the differential equations including the corresponding boundary conditions that I solve during the essay later on.
The methods I use to solve the equations numerically are explained in section two. This includes a spectral method and a finite difference scheme. I also explain in detail how I evolve the equations through time.
Section three contains my results. First of all I check that my scheme is actually solving the differential equation correctly to high order. Secondly I display the results for two different initial conditions where singularities form and work out different parameters of the singularity such as speed and time of formation.
The results are finally discussed in section four. The appendix consists of additional colour plots and my complete $\mathrm{C}++$ source code.


Figure 1: Long pipe setup

### 1.1 Derivation of differential equations

Let $\rho$ be the density, $p$ the pressure and $\vec{u}=(u, v)^{T}$ the velocity for an inviscous fluid in two dimensions. Then the Navier-Stokes equations are

$$
\begin{aligned}
\frac{\partial \rho}{\partial t}+\nabla \rho \vec{u} & =0 \\
\rho\left(\frac{\partial}{\partial t}+\vec{u} \cdot \nabla\right) \vec{u} & =0
\end{aligned}
$$

If we set $\rho$ constant and rescale $p$ they simplify to

$$
\begin{aligned}
\nabla \cdot \vec{u} & =0 \\
\frac{\partial u}{\partial t}+(\vec{u} \cdot \nabla) u & =-\frac{\partial p}{\partial x} \\
\frac{\partial v}{\partial t}+(\vec{u} \cdot \nabla) v & =-\frac{\partial p}{\partial y}
\end{aligned}
$$

We are in particular interested in a flow through a pipe where the height $H$ is much smaller than the length $L$ (see figure 1). Therefore we make a coordinate transformation and rescale the $x$-coordinate

$$
\begin{equation*}
x \rightarrow x^{\prime}=\epsilon x \tag{1}
\end{equation*}
$$

where $\epsilon$ is small because $x$ is large compared to $y$. After this transformation the $x$ and $y$ coordinates have the same order of magnitude. The other variables transform like

$$
\begin{align*}
t \rightarrow t^{\prime} & =\epsilon t \\
y \rightarrow y^{\prime} & =y \\
v \rightarrow v^{\prime} & =\frac{\partial y^{\prime}}{\partial t^{\prime}}=\frac{1}{\epsilon} \frac{\partial y}{\partial t}=\frac{1}{\epsilon} v  \tag{2}\\
u \rightarrow u^{\prime} & =u \\
p \rightarrow p^{\prime} & =p
\end{align*}
$$

After this transformation the equations we have to solve are (we drop the ')

$$
\begin{aligned}
\notin \frac{\partial u}{\partial x}+\notin \frac{\partial v}{\partial y} & =0 \\
\notin \frac{\partial u}{\partial t}+\notin u \frac{\partial u}{\partial x}+\notin v \frac{\partial u}{\partial y} & =-\notin \frac{\partial p}{\partial x} \\
\epsilon^{2} \frac{\partial v}{\partial t}+\epsilon^{2} u \frac{\partial v}{\partial x}+\epsilon^{2} v \frac{\partial v}{\partial y} & =-\frac{\partial p}{\partial y}
\end{aligned}
$$

Now let $\epsilon \rightarrow 0$. We finally get

$$
\begin{align*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y} & =0  \tag{3}\\
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y} & =-g  \tag{4}\\
0 & =-\frac{\partial p}{\partial y} \tag{5}
\end{align*}
$$

where we have defined

$$
g:=\frac{\partial p}{\partial x}
$$

because the constant term of $p$ is not of interest in the further discussion.

### 1.2 Boundary conditions

The boundary conditions on the boundaries $y=0$ and $y=Y(x)$ are

$$
\begin{aligned}
\left.v\right|_{y=0} & =0 \\
\left.\vec{u} \cdot \vec{n}\right|_{y=Y(x)} & =0
\end{aligned}
$$

where $\vec{n}=\left(-\frac{\partial Y(x)}{\partial x}, 1\right)^{T}$. After the transformations (1) and (2) these conditions remain unchanged. I will not use the most general conditions derived here but set $Y(x)=1=$ const during all the computations. Thus $\vec{n}=(0,1)$ which simply implies $v=0$ on the surfaces $y=0$ and $y=1$. The boundary conditions on the surfaces $x=0$ and $x=L$ are discussed in the next section.

## 2 Numerical methods



Figure 2: Grid Point Setup.
We assume a periodic boundary in the $x$-direction. That gives us the change to use a high accuracy spectral method to calculate derivatives in this direction. In the $y$-direction we work with a centered second order finite difference scheme. The grid point setup is shown in figure 2. I put grid points on the boundaries to simplify the numerical schemes and minimise errors.

### 2.1 Spectral methods

The derivatives in the $x$-direction which we have to calculate are $\frac{\partial u}{\partial x}, \frac{\partial p}{\partial x}$. This is done with a Fourier series to get a high order accuracy. I use the FFTW package [see Frigo and Johnson, 2006] for all Fourier transformations. One transformation needs $O(n \log n)$ operations. To minimize numerical errors I make it possible to set all modes explicitly to zero which have a norm less then a given value $\delta$. It turns out that these unphysical modes grow exponentially and create large oscillations that break down the simulation even before the "physical" singularity appears. In practice this noise appears at an order of magnitude of about $10^{-11}-10^{-13}$. Thus $\delta \approx 10^{-10}$ works well in most cases.

### 2.2 Finite difference scheme

In the $y$-direction a standard second oder finite difference scheme has been used to approximate $\frac{\partial u}{\partial y}$.
$u_{-y}[i][j]=(u[i][j+1]-u[i][j-1]) /(2 * d y)$
We don't have to worry about a single-sided finite difference scheme at the boundary because $\left.v\right|_{\text {boundary }}=0$ and so we do not need to calculate the derivative $\frac{\partial u}{\partial y}$ at all to evaluate (4).

### 2.3 Integration

The integrations in the $y$-direction are calculated with the standard Euler rule to ensure second order accuracy. It is essential that the boundary terms are weighted correctly. Otherwise we loose an order in the accuracy.

### 2.4 One time step iteration

This section shows how I perform a single timestep for a given initial solution. Suppose we have the values $u_{0}, v_{0}, g_{0}$ at a time $t=0$.

- We first calculate

$$
f_{0}(u, v):=-u \frac{\partial u}{\partial x}-v \frac{\partial v}{\partial y}
$$

using the methods discussed above. If we calculated $f_{-1}$ one timestep earlier we could predict the value of $f_{\frac{1}{2}}$ at $t=\frac{1}{2} d t$ to second order accuracy in time using the formula

$$
\begin{aligned}
f_{\frac{1}{2}} & =f_{0}+\frac{1}{2} d t \frac{\partial f}{\partial t} \\
& =f_{0}+\frac{1}{2} d t \frac{f_{0}-f_{-1}}{d t} \\
& =\frac{3}{2} f_{0}-\frac{1}{2} f_{-1}
\end{aligned}
$$

This formula will be used after we have done the first timestep and $f_{-1}$ is available. Thus the first timestep is still of first order. However, it turns out that this does not change the overall order. Otherwise we could solve this problem with a smaller timestep during the first few steps.

- Integrating equation (3) from 0 to the top $Y(x)$, evaluated at the new timestep $t=d t$ and using the definition of $f_{\frac{1}{2}}$ gives

$$
\begin{aligned}
& \int_{0}^{Y(x)} \frac{\partial}{\partial x}\left(u_{0}+d t\left(f_{\frac{1}{2}}-\frac{1}{2} g_{0}-\frac{1}{2} g_{1}\right)\right) d y \\
& =-\int_{0}^{Y(x)} \frac{\partial v}{\partial y} d y=-v(Y(x))+v(0)=0
\end{aligned}
$$

This equation is of second order accuracy in time. Every quantity except $g_{1}$ is known. Thus this can be used to calculate $g_{1}$ except its constant term which is unavailable because of the $x$-derivative. During this calculation we do not change the constant term of $g$.

- Now we can easily calculate the new values of $u$ and $v$ at $t=d t$ :

$$
\begin{align*}
& u_{1}(x, y)=u_{0}+d t \cdot\left(f_{\frac{1}{2}}-\frac{1}{2} g_{0}-\frac{1}{2} g_{1}\right)  \tag{6}\\
& v_{1}(x, y)=-\int_{0}^{y} \frac{\partial u_{1}}{\partial x} d y \tag{7}
\end{align*}
$$

## 3 Results

### 3.1 Order tests

During this section I use the following initial conditions for $u$ at $t=0$ :

$$
\begin{equation*}
u[i][j]=\sin \left(\frac{i}{L} \cdot 2 \pi\right) \cdot \sin \left(\frac{j}{H} \cdot 2 \pi\right) \tag{8}
\end{equation*}
$$

where $L$ and $H$ are the simulation's length and height (see figure 1). To be consistent with the boundary conditions I use equation (7) to get $v \mid x][y]$ at $t=0$. The pressure is set to an (arbitrary) constant value.
I choose these conditions because on the one hand they are smooth at the beginning $(t<1)$ but on the other hand they also lead to a singularity for large $\mathrm{t}(t \approx 1.6)$. This enables me to do order tests and singularity exploration with the same data.
To get an estimate error I do one run with a high accuracy and calculate the difference between the final timesteps of the best and all the other runs using a 2-norm

$$
e r_{\Sigma}(\text { run }) \approx \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{M}\left(u_{\text {run }}[i][j]-u_{\text {best }}[i][j]\right)^{2}}
$$

Note that if I vary the number of grid points I can only sum over those grid points that are at the same position during every run to get a meaningful error estimation.

### 3.1.1 Order in $\Delta t$

For the order test in $\Delta t$ I use a 100 times 100 grid and a final time $t_{e n d}=0.2$. The timesteps computed are $\Delta t=0.0001,0.0002,0.0004,0.0008,0.001,0.002$, $0.004,0.00625,0.008,0.01$. The square-root of the error is plotted as a function of $\Delta t$ in figure 3. As one can see the scheme is second order in time. However, it should be pointed out that the accuracy of the scheme decreases when I use a timestep much smaller than 0.00001 . This is expected and due to the accumulation of numerical errors which inevitably occur.

### 3.1.2 Order in $d y$

Again I use a final time $t_{e n d}=0.2$ and $N=100$ grid points in the $x$-direction. The timestep is fixed at $\Delta t=0.001$. I vary the number of grid points in the $y$ direction from $M=51,61,71,81,91,101,151,201,301,401,501,601,701$ to 801. The odd numbers ensure that I have grid points in the middle of the $y$-direction. I need them to calculate the difference between grid points from various runs at the same position. Again the scheme is second order, as one can see in figure 4.

### 3.1.3 Order in $d x$

The order in $d x$ is not as easy to determine as before due to the high accuracy that the scheme has. The accumulated error is plotted in figure 5 using $t_{\text {end }}=$ $0.2, \Delta t=0.001$ and $M=100$. It vanishes in the limit $d x \rightarrow 0$ as expected. However, one might think that it is not even first order by looking at the plot. But one has to keep in mind that this is the accumulated error $e r_{\Sigma}$. For example, the error at a single grid point at $d x=0.002$ is approximately

$$
e r_{\Sigma} \cdot \frac{1}{M} \cdot \frac{1}{N} \approx 8 \cdot 10^{-8} \cdot \frac{1}{100} \cdot \frac{1}{500}=1.6 \cdot 10^{-12}
$$

But this is already the scale where computational errors have to be taken into account and thus what is plottet in figure 5 is a sum of the computational and schematic errors.


Figure 3: Plot of the square root of the accumulated error $e r_{\Sigma}$ as a function of the timestep $\Delta t$.


Figure 4: Plot of the square root of the accumulated error $e r_{\Sigma}$ as a function of the grid-width $d y$.


Figure 5: Plot of the accumulated error $e r_{\Sigma}$ as a function of the grid-width $d x$.

### 3.2 Singularities

### 3.2.1 Most symmetric initial condition

The most symmetric non trivial initial condition is given by equation (8). This corresponds to two contrariwise spinning vertices as one can see in figure 6. The length and direction of each arrow corresponds to the velocity at this point. See also appendix B for colour plots.


Figure 6: Velocity arrow plot of the initial conditions given by equation (8).

It turns out that a singularity forms at a time $t_{\text {crit }} \approx 1.6$. Just before the numerical scheme breaks down because the spectral methods cannot handle a step function. In figure 7 the value

$$
\Theta=\frac{1}{\max _{i, j}\left|\frac{\partial u[i][j]}{\partial x}\right|}=\min _{i, j}\left|\frac{1}{\frac{\partial u[i][j]}{\partial x}}\right|
$$

is plotted as a function of time for various parameters. In the limit $N \rightarrow \infty$, $M \rightarrow \infty$ and $\Delta t \rightarrow 0$ one can see that this goes to zero as $t \rightarrow t_{c r i t}$, so $\partial u / \partial x \rightarrow \infty$. This coincides with my definition of a singularity given earlier. The best linear fit in the range [1.2:1.5] for the high accuracy run with $N=400$, $M=400, \Delta t=0.00025$ gives $t_{\text {crit }}=(1.5650 \pm 0.0004)$.
The velocity in the $x$-direction at a fixed value of $y$ is $u\left(x, y=\frac{1}{3} H, t\right)=: u_{1 / 3}(x, t)$ and is plotted for various times in figure 8. The profile steepens as $t \rightarrow t_{\text {crit }}$. This finally leads to the singularity. The Fourier mode coefficients of $u_{1 / 3}(x, t)$ are plotted in figure 9 for $t=0.1,0.3,0.5,0.7,0.9,1.1,1.3,1.5$. The simulation uses $\Delta t=0.0001, M=40$ and $N=500$. The numerical noise at large $k$ does not interfere the simulation, so I do not need to suppress it yet. However, at
$t=1.5$ the plot shows clearly some numerical oscillations. One can see that the spectrum flattens as $t \rightarrow t_{\text {crit }}$. This spectrum can be approximated by

$$
\begin{equation*}
u_{1 / 3}(k, t)=\tilde{u}(t) \cdot e^{-\alpha(t) k} . \tag{9}
\end{equation*}
$$

Where it is important that the coefficient $\alpha(t)$ is dependent on time. A small value of $\alpha$ corresponds to a flat spectrum. So we expect $\alpha \rightarrow 0$ as $t \rightarrow t_{\text {crit }}$. Thus the time dependence can be used to study the formation time of the singularity and is plotted in figure 10. Therefore I fit the spectrum in each case manually only in the range where it is linear in figure 9 . Then I use a linear and a quadratic function as a first approximation to the behavior of $\alpha$ near $t_{c r i t}$. This gives the new values of $t_{\text {crit }}=(1.46 \pm 0.15)$ in the linear and $t_{\text {crit }}=(1.51 \pm 0.13)$ in the quadratic case. Note that these numbers have an error of about $10 \%$. This is mainly due to the difficulty of fitting the behaviour of $u_{1 / 3}(k, t)$ because it is not exactly the one used in equation (9). Also the real behaviour $\alpha$ is neither linear nor quadratic.
It is also possible to do this discussion with the pressure gradient $g(x)$ instead of $u(x, y=H / 3)$ as in the next section. However, it turns out that the pressure gradient is very small $\left(\approx 10^{-6}\right)$ at the beginning, so the numerical error is larger. Another property of the singularity is its speed at the moment of formation. I therefore calculate the location of the maximum slope of $u_{1 / 3}(x, t)$ and call this quantity say $x_{m}(t)$. In figure 11 the positions of the global and local maxima are plotted as a function of time. The singularity forms at $x=0.5$. One can see that with this initial configuration it's location is not changing at all. Thus $\frac{d x_{m}}{d t}=0$. The other maxima at $x \approx 0.2$ and $x \approx 0.8$ do not form singularities. We will see a more interesting behaviour of this quantity in the next section.


Figure 7: Plot of $\Theta=\min _{i, j}\left|1 / \frac{\partial u[i][j]}{\partial x}\right|$. The best linear fit in the range [1.2:1.5] gives $t_{\text {crit }}=(1.5650 \pm 0.0004)$.


Figure 8: The solution for $u_{1 / 3}(x, t)=u(x, y=1 / 3 H, t)$ at various times. This run uses $\Delta t=0.0001, M=40$ and $N=500$.


Figure 9: Plot of the Fourier coefficients of $u$ at $y=\frac{1}{3} M$. No cut-off $\delta$ was used in this run. One can see the numerical noise growing at large $k$ and late times.


Figure 10: Plot of coefficient $\alpha$. The errorbars represent the residual error of the fit.


Figure 11: Positions where the slope of $u_{1 / 3}(x, t)$ is a local maximum. At times $t>1.4$ oscillations occur. The detection of the maximal slope is no longer possible.

### 3.2.2 $x^{4}$ initial condition

Now I use these initial conditions for $u$ at $t=0$

$$
u[i][j]=\sin \left(\frac{i}{L} \cdot 2 \pi\right) \cdot\left[-10\left(\frac{j}{H}\right)^{4}+1.8\left(\frac{j}{H}\right)^{2}-0.025\right]
$$

Again I use equation (7) to get $v[i][j]$ at $t=0$. The special parameters -10 , $1.8,-0.025$ ensure that the boundary conditions are satisfied. As in the previous example a singularity forms. This time the scheme breaks down at $t_{B D} \approx 1.5$. The behavior of

$$
\Theta=\min _{i, j}\left|\frac{1}{\frac{\partial u[i][j]}{\partial x}}\right|
$$

is plotted in figure 12 as a function of time. One can see that the result depends very strongly on the grid-width $d x$. This is due to the fact that at times $t \approx t_{\text {crit }}$ the velocity profile $v$ has structures of size $d x$ (see also pictures in appendix C). At this point the scheme is in a quasi stable configuration which results in the plateau shown in figure 12. However, sooner or later oscillations break down the scheme completely. I plotted the height of this plateau $h_{\theta}(d x)$ as a function of the grid-width in figure 13 . On can see that $h_{\theta}(d x) \rightarrow 0$ as $d x \rightarrow 0$. Thus $u[i][j] \rightarrow \infty$ as $t \rightarrow t_{\text {crit }}$. This shows that we are looking at a real and not just a computational singularity.
The best linear fit to $\Theta$ in the high accuracy run $(N=M=400, \Delta t=0.00025)$ in the range [1.0:1.1] gives a singularity forming time $t_{\text {crit }}=(1.1590 \pm 0.0002)$. Note that this is much smaller than the time when the scheme break down ( $t \approx 1.5$ ).
Notice also the kink in figure 12 at $t \approx 0.9$. Although this looks very dramatic nothing special happens. The kink appears because the position of the maximum of $\frac{\partial u[i][j]}{\partial x}$ changes. A local maximum becomes the new global one.
In the previous section I discussed the behaviour of $u_{1 / 3}(x, t)$. This time I concentrate on the pressure gradient $g(x, t)$. This quantity is already independent of $y$. We do not need to specify a privileged line $y=$ const. However, there is no systematic difference between the two. The Fourier coefficients of $g(x, t)$ are shown in figure 14 at times $t=0.05,0.25,0.50,0.75,1.00$ and 1.25. Again, we see that the spectrum flattens as $t \rightarrow t_{c r i t}$. As before, it can be approximated by equation (9) in an appropriate interval. The result, the time-dependence of the parameter $\alpha$, is plotted for two different runs in figure 15. At late times $(t>0.25)$ the behaviour is linear. The best linear fit in this range gives a new singularity formation time $t_{\text {crit }}=(1.20 \pm 0.01)$.
The last thing to look at is the singularity speed. I calculate the location of the maximum slope $x_{m}(t)$ as in the previous section. Figure 16 shows this quantity as a function of time. At the beginning we have the maximum constant at $x=0.5$. Then two new maxima appear and move away from $x=0.5$. Unlike in the first example, they stop, turn around and move back towards $x=0.5$. Surprisingly they seem to arrive there exactly at the time $t_{\text {crit }}$. To verify this, I plot the interesting region of figure 16 in figure 17 again and use a linear fit to extrapolate the behaviour close to $t_{\text {crit }}$. I get $t_{\text {crit }}=(1.152 \pm 0.002)$ if I assume that $x_{m}(t)=0.5$ at $t_{c r i t}$.


Figure 12: Plot of $\min _{i, j}\left|1 / \frac{\partial u[i][j]}{\partial x}\right|$ with various accuracy. The plot also includes the plateaus $h_{\theta}(d x)$ at $t \rightarrow 1.5$. At $t \approx 1.5$ the numerical scheme breaks down. The data afterwards can be ignored. The best linear fit in the range [1.0:1.1] to the high accuracy run gives $t_{\text {crit }}=(1.1590 \pm 0.0002)$.


Figure 13: Plot of the plateau-height $h_{\theta}(d x)$ as a function of grid-width and the best linear fit.


Figure 14: Plot of the Fourier coeffecients $g(k, t)$ at various timesteps with $M=40, N=1000, \Delta t=0.0001$ and $\delta=10^{-10}$


Figure 15: Plot of coeffecient $\sqrt{\alpha}$. The errorbars represent the residual error of the fit. The best linear fit gives $t_{\text {crit }}=(1.20 \pm 0.01)$.


Figure 16: Positions where the slope of $g(x, t)$ is a local maximum. I use $M=40$, $N=1000, \Delta t=0.0001$ and $\delta=10^{-10}$ during this run.


Figure 17: Positions where the slope of $g(x, t)$ is a local maximum. This is a closeup of figure 16 . The best linear fit in the range [1.0:1.1] gives $t_{c r i t}=$ ( $1.142 \pm 0.002$ ).

## 4 Conclusions

Let me point out again that the order tests in section 3.1 show clearly that my code is solving the right equations to a high accuracy. During all the calculations the required accuracy did not blow up the runtime beyond a few hours, thanks to the second order schemes used. However, a possible extension to this project would probably include a higher order scheme.
It is easy so find initial conditions that form a singularity sooner or later. Actually it is quite hard to find a non trivial one that does not. I discussed only two of them in this essay because it would go beyond the scope of this essay otherwise.
The results in section 3.2 .1 show clearly that a singularity forms if I start with the smooth inital conditions in equation (8). The breakdown of the numerical scheme is due to the appearance of small structures or large $k$ (see also figures in appendix B). This is not only the breakdown of the scheme but also the breakdown of the asymptotic assumption (with $\epsilon \rightarrow 0$ ) that is no longer valid. The different methods of estimating the forming time $t_{\text {crit }}$ give rise to quite different values in the range $1.46-1.56$. The large interval is due to several reasons. Firstly, one could of course improve the accuracy by using more grid points and smaller timesteps. However this would result in very long runtimes and would also not improve every measured quantity. For example the coefficient $\alpha$ cannot be approximated better if I simply add more grid-points because the small oscillations (large $k$ ) are already below the machine accuracy (at early times). Currently I use double precision variables. So an improvement would cause a lot of trouble and a lot of additional computing time. Secondly the large interval is due to the fact that it is very hard to fit a linear curve to the power-spectrum in figure 9 . I selected a convenient interval for the fit by hand. This is a large source of error but no automated method worked good enough for me.
All this also applies to the singularity in section 3.2.2. This time the interval of $t_{\text {crit }}$ is a bit smaller: $1.15-1.20$. Again the method which uses the coefficient $\alpha$ gives a value that seems a bit to large $\left(t_{c r i t}=1.20\right)$. The times that arise from the other methods using the singularity speed and the maximum of $u$ agree with each other within the fit errors. Of course it could be just a coincidence that these two times agree. However they do so well that it appears to be more systematic.
There are several options for further work:

- It would be interesting if slightly different initial conditions to those used in section 3.2.2 still provide the exciting feature of the match of the singularity forming times when using the singularity speed method.
- One could also try to find totally different initial conditions that show the same or maybe a new behaviour.
- I used the special case $Y(x)=$ const. One could do similar calculations with a more general boundary condition.
- It should also be pointed out that one could improve the presented results by using more computing time.

Unfortunately all this goes beyond the limited scope of this essay.
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## B Colour plots of the simulation 3.2.1

I wrote the routine that creates the following colour plots. PNGwriter [Blackburn and Milvaques, 2006] implements the export as a PNG image. The key to the colours is plotted on the top of each image. Red corresponds to a value of -1.1 , yellow to a value of 1.1. All the plots are made with a timestep $\Delta t=0.001$ and a 100 times 100 grid.


Figure 18: Colour plots of the velocity in the $x$-direction $u$. Red corresponds to a value of -1.1 , black to 0 and yellow to 1.1.


Figure 18: Continued.


Figure 19: Colour plots of the velocity in the $y$-direction $v$. Red corresponds to a value of -1.1 , black to 0 and yellow to 1.1 . A white colour is plotted if the value is out of range.

(g) $t=1.332$

(h) $t=1.554$

(i) $t=1.776$

Figure 19: Continued.

## C Colour plots of the simulation 3.2.2

All the plots in this section are made with a timestep $\Delta t=0.0001$ and a 200 times 200 grid. Note especially the small structures of the size of a grid point that form in the middle at late times.


Figure 20: Colour plots of the velocity in the $x$-direction $u$. Red corresponds to a value of -1.1 , black to 0 and yellow to 1.1.


Figure 20: Continued.

(a) $t=0$

(c) $t=0.3750$

(e) $t=0.7500$

(b) $t=0.1875$

(d) $t=0.5625$

(f) $t=0.9375$

Figure 21: Colour plots of the velocity in the $y$-direction $v$. Red corresponds to a value of -0.2 , black to 0 and yellow to 0.2 .


Figure 21: Continued.

## D Source Code Listings

This section includes all the source code I wrote for this essay. It can be compiled using any C++ compiler and nearly every operating system. I tested it under MacOSX 10.4 and Linux. Please note that the FFTW package has to be installed and the libraries need to be linked. I did not find a good plotting program to plot my two dimensional colour data. Therefore I wrote my own plotting routine which can be found in the file picture.cpp.

Listing 1: main.h

```
/*
* main.h
* Main header file. Defines often used functions.
* Created by Hanno Rein.
*/
#include <complex.h>
#include <math.h>
//Functions
void iterate(double);
double Y(double);
double Y(int);
void haveugetv();
void setinitialconditions();
void predictfab();
void predictfab_better();
void getg1();
void diffusionu();
void uj_derivative();
double max(double**);
double max(double*);
// Constants
complex<double> I (0,1.);
// Variables
```

Listing 2: main.cpp

```
/*
    * main.cpp
    * Main File, includes all mathematical functions.
    * Created by Hanno Rein.
    *
    */
#include <iostream>
#include < fstream>
#include <complex>
#include <fftw3.h> // Fourier transform
#include <stdio.h>
```

```
#include <math.h>
#include "picture.h" // Output pictures
#include "main.h"
using namespace std;
// Precompiler instructions on what to print
//#define OUTPUT_PICTURES 1
//#define OUTPUT_TXT 1
//#define OUTPUT_TXT_G_COEFF 1
//#define OUTPUT_TXT_U13_COEFF 1
//#define OUTPUT_TXT_G_MAXSLOPE 1
//#define OUTPUT_TXT_U13_MAXSLOPE 1
//#define OUTPUT_TXT_MAXUX 1
// Precompiler instruction on the physical parameters
#define N 1000 // Points in x
    -direction
#define M 40
        Points in y-direction
#define MISSPRINTX 1 // Do print
        every MISSPRINTX grid point in the x-direction
#define MISSPRINTY 1/ Do print
        every MISSPRINTY grid point in the y-direction
//#define ONLYPRINTY M- (M-1)/2-1
//#define ONLYPRINTY M/3
#define dt 0.0001 // Timestep
#define sizeY
#define dy (sizeY/(double)(M-1))
#define dx (1./(double)(N))
#define T 2. // End
        time
#define eps 1E-10 // Cutoff
        value (delta)
#define pictures // Number of pictures/
        outputs generated
#define picturestart 0
int picslip =(int)((T-picturestart)/(double) pictures/dt);
    // Grid variables
double** u = new double *[N];
double* uj = new double[N]; // temp for fftw
std::complex<double>* c=new std::complex<double> [N/2+1]; //
    temp for fftw
double** v = new double *[N];
double* g = new double[N]; // p is only x
    dependent
double* g1 = new double[N];
```

```
double** s = new double *[N];
double** fab = new double*[N];
double** fab_old = new double *[N];
double** fab_old2 = new double *[N];
// Variables for outputs of various kinds
fstream o0, o4, o6;
//FFTW plans - p1 is to transform into momentum space, p2
    transforms back.
fftw_plan p1,p2;
//Tools for calculation of max_ij(*)
double max(double* var) {
    double temp = var [0];
    for(int i}=0;i<N;i++
        if (temp<var[i]) temp=var[i];
    return temp;
}
double max(double** var){
    double temp = var [0][0];
    for(int i}=0;i<N;i++
                        for(int j=0;j<M; j++)
                                    if (temp<var[i][j]) temp=var[i][j];
    return temp;
}
// Output/picture function
void picture(int num, double t){
    char ret [64];
#ifdef OUTPUT_PICTURES
    sprintf(ret,"./ png/u_%d.png",num);
    picture(ret,u,N,M);
    sprintf(ret,"./ png/v_%d.png",num);
    picture(ret,v,N,M);
#endif
#ifdef OUTPUT_TXT
    sprintf(ret,"./txt/%d.txt",num);
    fstream o1;
    o1.open(ret, ios::out);
    for(int i}=0;i<N;i++
        for(int j=0;j<M; j++)
        #ifdef MISSPRINTY
                            if (i%MISSPRINTX==0&&j%MISSPRINTY==0)
                                o1 << i <<"\t"<< j <<"\t"<< u[i][j
                                ] <<"\t"<< v[i][j] << endl;
        #endif
            #ifdef ONLYPRINTY
                                    if (i%MISSPRINTX==0&&j==ONLYPRINTY) o1
                                    << i <<"\t" << j <<"\t"<< u[i ][j]
                                    <<"\t"<< v[i][j] << endl;
            #endif
        o1.close();
        sprintf(ret,"./txt/g%d.txt",num);
```

```
    fstream o2;
    o2.open(ret, ios::out);
    for(int i=0;i<N; i++)
                            o2 << i <<"\t" << g[i] << endl;
        o2.close();
#endif
#ifdef OUTPUT_TXT_G_COEFF
        sprintf(ret,"./txt/g_coeff_%d.txt",num);
        fstream o3;
        o3.open(ret, ios::out);
        for(int i =0; i<N ; i++)
            uj[i]=g1[i];
            fftw_execute(p1);
        for(int i=0;i<N/2;i++)
            o3 << i << "\t" << abs(c[i]) << endl;
        o3.close();
#endif
#ifdef OUTPUT_TXT_U13_COEFF
    sprintf(ret,"./txt/u13_coeff_%d.txt",num);
    fstream o5;
    o5.open(ret, ios::out);
    for(int i=0;i<N; i++)
                            uj[i]=u[i][M/3];
                            fftw_execute(p1);
        for(int i=0;i<N/2;i++)
                            o5 << i << "\t" << abs(c[i])<< endl;
        o5.close();
#endif
#ifdef OUTPUT_TXT_MAXUX
    double temp = 0.;
        for(int j=0;j<M; j++){
            for(int i=0;i<N;i++)
                                    uj[i]=u[i][j];
            uj_derivative();
            for(int i=0;i<N;i++)
                if (temp<uj[i]) temp=uj[i];
        }
        o0 << t << "\t" << temp << endl;
#endif
#ifdef OUTPUT_TXT_G_MAXSLOPE
        double temp=-1.;
        for(int i=0;i<N;i++)
            uj[i]=g[i];
        uj_derivative();
        uj_derivative();
        for(int i=0;i<N;i++){
            if (uj[i]*temp<=0) o4 << t << "\t" << i <<
                endl;
            temp=uj[i];
        }
#endif
#ifdef OUTPUT_TXT_U13_MAXSLOPE
        double temp=-1.;
```

```
        for(int i=0;i<N;i++)
                        uj[i]=u[i][M/3];
        uj_derivative();
        uj_derivative();
        for(int i=0;i<N;i++){
            if (uj[i]*temp<=0) o6 << t << "\t" << i <<
                endl;
            temp=uj[i ];
        }
#endif
}
// Main function
int main (int argc, char * const argv[]) {
//Init outputs
#ifdef OUTPUT_TXT_G_MAXSLOPE
    char ret [64];
    sprintf(ret,"./txt/gmaxslope.txt");
    o4.open(ret, ios::out);
#endif
#ifdef OUTPUT_TXT_U13_MAXSLOPE
    char ret [64];
    sprintf(ret,"./txt/u13maxslope.txt");
    o6.open(ret, ios::out);
#endif
#ifdef OUTPUT_TXT_MAXUX
    char ret [64];
    sprintf(ret,"./txt/maxuxx.txt");
    o0.open(ret, ios::out);
#endif
    //Generate FFTW Plans
    p1 = fftw_plan_dft_r2c_1d(N, uj, reinterpret_cast<
        fftw_complex*>(c), FFTWESTIMATE);
    p2 = fftw_plan_dft_c 2r_1d(N, reinterpret_cast<
        fftw_complex*>(c), uj, FFTWESTIMATE);
    //Initialise Variables and set inital conditions
    setinitialconditions();
    // Main Iteration loop
    cout << "Starting_Iteration\n";
    for (int i=0;i*dt<=T;i++){
            if (i%picslip==0){
                            cout << "t=" << i*dt << "\ti=" << i;
                    if(i*dt>=picturestart){
                                    picture((i-(int)(picturestart/
                                    dt))/picslip,i*dt);
                                    cout <<"\tpic=" << (i-(int)(
                                    picturestart/dt))/picslip ;
                    }
                            cout << endl;
```

```
            }
                    // Call main iteration loop each timestep
                    iterate((double)i*dt);
        }
    return 0;
}
// Initial conditions 2
double hgr(double x){
    double a=-10.;
    double b=1.8;
    double c=-0.025;
    return a*x*x*x*x
                                    +b*x*x
                    +c;
}
// Init arrays and choose inital conditions
void setinitialconditions(){
    for(int i=0;i<N;i++){
            u[i] = new double [M];
            v[i] = new double [M];
            s[i] = new double[M];
            fab[i] = new double[M];
            fab_old[i] = new double[M];
            fab_old2[i] = new double[M];
            //Generate initial condition
            for(int j=0;j<M; j++){
                    // Initial conditions 1
                    // u[i][j] = sin(((double)j*dy/sizeY)
                                *2.*M_PI)*(cos(((double) i*dx+0.25)
                                *2.*M_PI));
                    // Initial conditions 2
                    u[i][j] = 5.*hgr((double) j*dy/sizeY
                        -0.5)*(\operatorname{cos}(((double) i * dx+0.25) *2.*
                                M_PI));
            }
            // Set pressure gradient to 0
            g[i]=0.;
    }
    // Calculate v
    haveugetv();
}
// Calculate derivative
void uj_derivative(){
    fftw_execute(p1);
    //derivative
    for (int i=0; i<N/2+1; i++)
                    c [i]*=I*(double) i;
    fftw_execute(p2);
    for (int i=0;i<N;i++)
```

```
    // renormalize
    uj[i]/=(double )N;
}
// Cut off small values if eps is defined
#ifdef eps
void cutoffc(){
    for(int i=0;i<N/2+1;i++)
        if (abs(c[i])<eps) c[i]=0.;
}
#endif
void remove_oszillations(double** d){
    #ifdef eps
    double renorm = sqrt((double)N);
    for(int j=0;j<M; j++){
                for(int i=0;i<N;i++)
                    uj[i]=d[i][j];
                // renormalize
                for(int i=0;i<N; i++)
                    uj[i]/=renorm;
                fftw_execute(p1);
                cutoffc();
                fftw_execute(p2);
                for (int i=0;i<N;i++)
                // renormalize
                    uj[i]/=renorm;
            for(int i=0;i<N;i++)
                                    d[i][j]=uj[i];
    }
    #endif
}
void remove_oszillations(){
#ifdef eps
    remove_oszillations(u);
    remove_oszillations(v);
#endif
}
// Main iteration function - called every timestep once
void iterate(double t){
    if (t==0){
        // Do the first timestep in first order
        predictfab();
        for(int i=0;i<N;i++)
                        for(int j=0;j<M; j++)
                                    fab_old[i][j] = fab[i][j];
    }else{
        // Then switch to second order
        predictfab_better();
    }
    // Get the new pressure
    getg1();
```

```
    for(int i=0;i<N;i++)
    g[i]=g1[i];
    // Get the new values for }u\mathrm{ and v
    for(int i=0;i<N;i++)
    for(int j=0;j<M; j++)
        u[i][j] = s[i][j]- dt*0.5*g1[i];
    haveugetv();
    remove_oszillations();
}
// Calculates the pressure and uses fab
void getg1(){
    for(int j=0;j<M; j++)
            for(int i=0;i<N;i++)
                        s[i][j]=u[i][j]+dt*fab[i][j]-0.5*dt*g[
                        i ];
    for(int i=0;i<N;i++)
            uj[i]=0;
    //Eulers rule (is very simple here)
    for(int i =0;i<N;i++){
            uj[i] += 0.5* (2./dt) *dy *s[i][0];
            uj[i] += 0.5* (2./dt) *dy *s[i][M-1];
            for(int j=1;j<M-1; j++){
                                    uj[i]+= (2./dt) *dy *s[i][j];
            }
    }
    fftw_execute(p1);
    c[0]=0.;
    #ifdef eps
    cutoffc();
    #endif
    fftw_execute(p2);
    for (int i=0;i<N; i++)
            // renormalize
            uj[i]/=(double)N;
    for (int i=0;i<N;i++)
        g1[i]= uj[i];
}
// Predictions of fab - second order
void predictfab_better(){
    predictfab();
    for(int i=0;i<N;i++)
            for(int j=0;j<M; j++)
                fab_old2[i][j] = fab[i][j];
    for(int i=0;i<N;i++)
            for(int j=0;j<M; j++)
```

```
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// Predictions of fab - first order
void predictfab(){
    for(int j=0;j\triangleleftM; j++){
        for(int i=0;i<N;i++)
                            uj[i]=u[i][j];
            uj_derivative();
            for (int i=0;i<N; i++){
                fab[i][j] = -u[i][j]*uj[i];
                    switch(j){
                    case 0:
                    //one side only (not used)
                    fab[i][j] -=
                                    v[i][j]/(2.*dy)*
                                    (4.*u[i][j
                                    +1]-u[i][j+2]-3.*u
                                    [i][j])
                                    break;
    case M-1:
                                    //one side only (not used)
                                    fab[i][j] -=
                                    v[i][j]/(2.*dy)*
                                    (-4.*u[i][
                                    j-1]+u[i][j-2]+3.*
                                    u[i][j])
                                    break;
            default:
                                    // Centered scheme:
                                    fab[i][j] -=
                                    v[i][j]/(2.* dy)*
                                    (u[i][j
                                    +1]-u[i][j-1])
                                    ;
                                    //Lax Wendroff (not used)
            /* fab[i][j] -= - 0.5*(
                            -v[i][j]/dy*
                                    [i][j+1]-u[i][j-1])
            +dt/(dy*dy)*v[i][j]*v[i][j]*
                                    (u[i][j+1]-2.*u[i][j]+
                                    u[i][j-1])
                    );*/
    }
        }
```

```
    }
}
// Calculate u out of v
void haveugetv(){
    for(int j=0;j<M; j++){
            for(int i=0;i<N;i++)
                        uj[i]=u[i][j];
            uj_derivative();
            for(int i=0;i<N;i++)
                v[i][j]= -uj[i]*dy;
    }
    double temp,temp2=0.;
    for(int i=0;i<N;i++){
            temp = v[i][0];
            v[i][0] = 0;
            v[i][0] *=0.5;
            for(int j=1;j<M; j++){
                    temp2 = v[i][j];
                    v[i][j] *= 0.5;
                    v[i][j] += 0.5*temp + v[i][j - 1];
                    temp=temp2;
            }
            //cout << v[i][M-1] << endl;
            //v[i][M-1]=0;
    }
}
double Y(int i){
    return Y((double)i/(double)N);
}
double Y(double x){
    return 1.;
}
```

Listing 3: picture.h

```
/*
* picture.h
* Header File.
* Created by Hanno Rein.
*
*/
double colormap_r(double);
double colormap_g(double);
double colormap_b(double);
void picture(const char * ,double** ,int ,int );
#define outputzoomx 4
#define outputzoomy 4
#define max_color (.2)
#define min_color (-.2)
```

Listing 4: picture.cpp

```
/*
* picture.cpp
* Outputs pretty pictures.
* Created by Hanno Rein.
*/
#include "picture.h"
#include "pngwriter.h"
// COLORMAP
double colormap_r(double i){
    if(i>1.||<0.) return 1.;
// if(2.*i<1.) return 1.;
    if(i<0.5) return 1.-2.*i;
    if(i<1.0) return 2.*i-1.;
    return 0.;
7 }
double colormap_g(double i){
    if(i>1.|| i<0.) return 1.;
// if(2.*i<1.) return 1.;
// if(2.*i<2.) return 2.-2.*i;
    if(i<0.5) return 0.;
    if(i<1.0) return 2.*i-1.;
    return 1.;
}
double colormap_b(double i){
    if(i>1.||<0.) return 1.;
    //if(2.*i<1.) return 1.-2.*i;
    return 0.;
}
// Squares
void picture(const char * name,double** v,int xm,int ym){
    pngwriter png(outputzoomx*xm,outputzoomy*ym+10,0,name)
    for(int i=0;i<xm;i++)
            for(int j=0;j<ym; j++)
                        png.filledsquare(i*outputzoomx, j*
                    outputzoomy, (i+1)*outputzoomx, ( j
                            +1)*outputzoomy, colormap_r((v[i][j
                            ]-min_color)/(max_color -min_color)
                            ), colormap_g((v[i][j]-min_color)/(
                    max_color-min_color)), colormap_b((
                    v[i][j]-min_color)/(max_color-
                            min_color)));
        for(int i=0;i<xm;i++)
                            png.filledsquare(i*outputzoomx, (ym)*
                                    outputzoomy, (i+1)*outputzoomx , (ym)
                                    *outputzoomy + 10,colormap_r ((double
                                    )i /(double)xm), colormap_g ((double)
                                    i /(double)xm), colormap_b ((double) i
```

$$
/(\text { double }) \times m)) ;
$$

```
42 png.close();
43 }
```

